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Teams are widely used in marketing education as a means of developing team skills among our 

students and to encourage collaborative learning.  To facilitate both objectives, peer evaluations 

have long been used to monitor and encourage good team behaviors when students work in 

teams (see LeRosen, 1976; Clark, 1989; or Strong & Anderson, 1990, for early examples).  

While early approaches to peer evaluation relied on paper-and-pencil technology, more recent 

approaches to peer evaluation have included online software, such as CATME (Loughry, 

Ohland, & Woehr, 2014).  Importantly, there is some evidence that the repeated use of online 

peer evaluations can improve team skills (Brutus & Donia, 2010). 

 

Another reason for interest in peer evaluation within student groups is to assess team skills.  

With the advent of assessment in higher education and especially with mandates from the 

AACSB to assess learning outcomes, business educators have become more interested in finding 

ways to assess team skills.  Loughry et al. (2014) note that peer evaluations are acceptable to the 

AACSB as a direct measure of team skills.  They go on to describe the CATME online system 

and to review the literature supporting the reliability and validity of the CATME peer evaluation 

scales. 

 

To date, however, little is known about how other factors beyond student team skill ability level, 

may affect peer evaluation scores.  For example, it seems reasonable that a team project 

completed in class with very little coordination outside of class would be easier for a team than a 

project that required substantial amounts of time outside of class.  Further, a group task involving 

learning textbook material may be easier and less stressful than a group project involving 

working with a live client.  Thus, the difficulty of the team task will affect peer evaluation scores 

just as the difficulty of an exam will affect student scores on an exam.  Other factors that affect 

peer evaluation scores are likely to include the size of the student team (larger teams will have a 

higher chance of social loafing, see Comer, 1995), self v. peer ratings, the maturity of the raters 

(graduate v. undergraduate students), and the leniency of the students doing the rating.  To best 

understand student team skills, we need to understand how all of these factors affect team skill 

scores.  

 

Fortunately, the many-facets Rasch model is a measurement approach designed to address 

challenges just like this one.  The single-facet Rasch model has been used to simultaneously 

estimate the ability of a student and the difficulty of a test, even when not all students take 

exactly the same version of the test (see Bacon & Stewart, 2006, for an example in the marketing 

education literature).  Extending this model, the many-facets model can simultaneously estimate 

the ability of a student and the difficulty of each group project, the different challenge presented 

by each team size, the different leniency of each student rater, etc., even if not all students 

experienced all of these conditions.  The many-facets Rasch model has been used before to 

explore rater effects (Myford & Wolfe, 2003, 2004), but it has not yet been applied to 

understanding the factors that affect team peer evaluation scores among marketing students. 
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The contribution of this research is to apply the many-facets Rasch model to marketing student 

peer evaluation data to demonstrate how each of several factors affects peer evaluation scores.  A 

large data set has been collected to analyze the model.  The data set includes data on each of the 

five CATME scales, and from marketing courses spanning 4 different terms, 18 different 

instructors, team sizes from 2 through 7, 1,008 students, graduates and undergraduates, and 

student self-ratings and peer ratings. 

 

The preliminary results indicate that substantial differences in peer evaluations may be observed 

across several of the variables studied, including the course/group project itself, the group size, 

and the leniency of the student raters within a group.  Other variables will be explored before the 

proposed presentation in April.  In presenting these findings at MEA, we will also provide 

recommendations to educators on how to collect and use peer evaluation data in the most 

meaningful way. 
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